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Methods 

Device fabrication: Devices were fabricated using our nano-assembling technique, 

presented in detail in Ref 1. Specifically, the nanotubes were grown from catalyst using 

chemical vapor deposition following a standard recipe for single-walled nanotube growth, 

with argon, hydrogen and ethylene gases. The circuits were patterned on a Si/SiO2 wafer 

using electron-beam lithography, followed by the evaporation of contacts (10 nm/430 nm 

Cr/PdAu), gates (4 nm/25 nm Cr/PdAu) and deep reactive ion etching. 

Device properties: The polarizer device consisted of a nanotube (NT) assembled over a 

pair of 3.5 𝜇𝑚-wide contacts and suspended 1.9 𝜇𝑚 between them at a height of 400𝑛𝑚 

above 3 gates with 450 𝑛𝑚 periodicity. The system device consisted of a NT assembled 

over a pair of 3.2 𝜇𝑚-wide contacts and suspended 2.3 𝜇𝑚 between them at a height of 

400𝑛𝑚 above 10 gates with 200 𝑛𝑚 periodicity, connected in pairs of adjacent gates, 

effectively yielding 5 gates with 400 𝑛𝑚 periodicity. In both devices the size of the 

quantum dots and their separation were roughly given by the periodicity of the gates and 

were ~400 − 500 𝑛𝑚. In the system device we used an additional side segment of the 

same NT as the charge detector. This segment was suspended 700 𝑛𝑚 between one of the 

main contacts and a third contact (see Fig. 1c bottom in the main text) and gated by the 

silicon back gate. In the transport measurements of Fig. 4 we reversed the roles of the two 

devices, to achieve better control over the tunneling barriers in the polarizer. The overall 

contact resistance in both devices was on the order of ~500 𝑘Ω. 

Scanning probe microscopy: The relative positioning of the two NT devices was done 

using a home built microscope, based on Attocube coarse and fine piezo positioners. The 

two devices were connected electrically through 14 coaxial lines to the device mounted on 

the piezo motors and 20 lines to the second device, which is fixed in space. The microscope 

was mounted inside a dilution fridge running at a base temperature of 12mK. The electron 

temperature was determined to be ~100𝑚𝐾 in both devices based on the measured width 

of their corresponding Coulomb blockade peaks. Due to small angles between the planes 

of the two samples, the distance between the two NTs was limited to ~100𝑛𝑚 . 
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Correcting for cross-capacitance between opposite devices: When the system and 

polarizer are at close proximity, the gate electrodes of one device are capacitively coupled 

also to the other device (Fig. S1a) and thus affect the potential of the latter. We correct for 

these cross couplings by working in a ‘rotated’ gate voltage basis, which uses the proper 

linear combination of gate voltages such that each gate voltage in the rotated basis controls 

only the potential of a single dot. To demonstrate this with a specific example we plot in 

Fig. S1b the measured charge detector current, 𝐼𝐶𝐷, as a function of the two non-rotated 

gate voltages: 𝑉̃𝐿, the voltage on the gate beneath the ‘left’ dot in the system NT and 𝑉̃𝐵, 

the voltage on the gate above the ‘bottom’ dot in the polarizer NT. The charging of an 

electron into the ‘left’ dot is visible as a step in the value of 𝐼𝐶𝐷 (marked by a dashed black 

line). Notably, this charging line is slanted in 𝑉̃𝐿-𝑉̃𝐵 plane, indicating that both gates are 

capacitively coupled to this dot. To negate the effect of the ‘bottom’ gate on the left dot we 

transform to a rotated basis, 𝑉𝐿 = 𝑉̃𝐿 and 𝑉𝐵 = 𝑉̃𝐵 + 𝑠 ⋅ 𝑉̃𝐿 , with a properly chosen 

coefficient 𝑠. As can be seen in Fig. S1c after this transformation the ‘left’ dot is effected 

only by 𝑉𝐿 and not by 𝑉𝐵. In a similar manner we measure the cross-capacitance between 

all system and polarizer gates to any of the dots in both these devices, and using similar 

transformations obtain a rotated basis in which a certain gate voltage affects only a certain 

dot. These rotated gate voltages, 𝑉𝐿, 𝑉𝑅, 𝑉𝐵 and 𝑉𝑇 are the ones used throughout the paper 

and in the other sections in the Supplementary Information. 

Figure S1: Correcting cross-capacitance effects between opposite devices. a. An illustration of the system 

and polarizer, showing the capacitance between the left gate of the system and the bottom gate of the polarizer 

to the left dot in the system NT.  b. A color map of the current through the charge detector (blue in panel a) 

as a function of the uncorrected voltages 𝑉̃𝐿, 𝑉̃𝐵. Charging of an electron in the left dot appears as a sharp 
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change in the current along a slanted line (dashed black). c. The same measurement using the corrected 

voltages 𝑉𝐿, 𝑉𝐵.

Operation point of the polarizer and system devices 

The polarizer device in our experiments comprises two potential wells, which we term 

the top (T) and the bottom (B) wells. These wells are defined using three barriers: two 

naturally-formed barriers near the contacts and a central barrier whose height is controlled 

by a voltage on a center gate, 𝑉𝐶 (Fig. S2a). The potential of the two wells is controlled by 

the voltages on their corresponding plunger gates, 𝑉𝐵 and 𝑉𝑇. The measured charge stability

diagram of the polarizer device is shown in Fig. S2b. Note that all the measurements in this 

paper were done with holes (in the nanotube’s valence band) rather than electrons (in the 

nanotube’s conduction band). The entirety of the physics described in this paper is 

completely invariant to this flip, however, if this physics was described in the language of 

holes this might have cause an unnecessary confusion, especially since in Little’s model 

we often need to think of holes as the vacancies that the electron leaves. To avoid such a 

confusion we present the physics everywhere in the paper in the language of electrons. 

Namely, we consider the absence of a hole in the dot as the presence of an electron.  

For the measurement in Fig. S2b, we configure the system-NT as a charge detector by 

defining a single quantum dot along the entire length of its central suspended segment 

whose conductance, 𝐺, changes when electrons populate the polarizer. The figure plots 𝐺 

as a function of 𝑉𝐵 and 𝑉𝑇, exhibiting steps (marked by dashed white lines) that correspond 

to the charging of the ‘top’ and ‘bottom’ dots. 

In the experiments described in Fig. 2 and Fig. 3 of the main text we operate the polarizer 

nanotube device as an isolated dipole, whose sole degree of freedom is that of a single 

electron that can hop between the two sites, but cannot exit to the leads. This is achieved 

by tuning the energy levels of the two wells away from the chemical potential in the leads, 

but close to each other, such that the only allowed transition is that of a single electron 

between the two sites. Specifically, in the experiments presented in these figures we use 

the (2,3) ↔ (3,2) transition, having two frozen charges in each dot and one additional 

charge that can move between them. This charge forms the dipolar degree of freedom, and 

in this subspace the polarizer is described by a two level isospin basis, |⇓⟩ and |⇑⟩ 
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corresponding to the polarization of an additional electron to the T or B sites respectively. 

We note that the frozen charges in the polarizer do not affect the physics of attraction by 

repulsion, and that we have observed similar attraction also when the polarizer was 

operated around the  (0,1) ↔ (1,0) transition. 

A more detailed charge stability diagram of the vertex around this transition is shown in 

Fig. S2c. Here we plot the derivative of the charge detector current with respect to the 

bottom-well gate in the polarizer device, 𝑑𝐼/𝑑𝑉𝐵. The charging lines that correspond to 

charges entering the two polarizer wells appear as positive peaks in 𝑑𝐼/𝑑𝑉𝐵 (marked with 

tilted dashed white lines as a guide to the eye). At the center of the diagram we observe a 

dip in 𝑑𝐼/𝑑𝑉𝐵 (blue, marked by a vertical dashed white line), which corresponds to the 

internal transition of an electron between the two wells, namely, to a transition between the 

two polarizer states, |⇑⟩ and |⇓⟩ (labeled). In the experiment, we position ourselves at the 

center of this line and move perpendicular to it by varying the detuning, 𝛿 (horizontal 

dashed black line). 

We can also extract the tunneling element between the two polarizer dots, 𝑡, from a line-

cut measurement done along the detuning axis, 𝛿, as is shown in the inset to Fig. S2c. In 

this measurement we plot the transconductance, 𝑑𝐼/𝑑𝑉𝐵, normalized by the gain of the 

charge detector, 𝑑𝐼/𝑑𝑉𝑔 (where 𝑉𝑔 is applied to all the gates of the charge detector 

together). The normalization cancels out small changes in the gain of the charge detector 

induced by the polarizing electron2. This measurement reflect the polarizability of the 

polarizer, peaking at zero detuning. The width of the observed peak gives directly the inter-

dot tunneling, which for the measurement in the inset of Fig. S2c equals 𝑡~160𝜇𝑉. For the 

same conditions, the coupling 𝑈 between the polarizer bottom dot and the system dots is 

on the order of 2 𝑚𝑉, placing our measurements in the strong coupling region 𝑈 > 𝑡. 
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Figure S2: Polarizer device charge stability diagram. a, Illustration of the polarizer device. b. The full 

polarizer charge stability diagram. For this measurement we use the system-NT as a charge detector, by 

forming a single quantum dot along the entire length of its central suspended NT segment. We measure the 

differential conductance through the dot, 𝐺 = 𝑑𝐼/𝑑𝑉, as a function of  the gate detuning, (𝑉𝐵 − 𝑉𝑇)/2, and

their mean, (𝑉𝐵 + 𝑉𝑇)/2. The charge state of the top and bottom dots is labeled as (𝑛𝑇 , 𝑛𝐵). Transitions

between charge states are marked with dashed lines as guide to the eye. c, The polarizer stability diagram 

measured around the (2,3) − (3,2) vertex used for the experiments. Here the colormap plots the derivative 

of the charge detector current with respect to the one of the bottom-gate voltage in the polarizer, dI/d𝑉𝐵,

measured as a function of the voltage detuning between the gates of the top and bottom dots, (𝑉𝐵 − 𝑉𝑇)/2,

and their mean, (𝑉𝐵 + 𝑉𝑇)/2. Positive peaks in 𝑑𝐼/𝑑𝑉𝐵 (red) correspond to charging lines of the individual

dots (marked by tilted dashed white lines). Negative peak in 𝑑𝐼/𝑑𝑉𝐵 (blue, marked by a vertical dashed white

line) reflects the transition of a single electron between the wells, namely, to the transition between the two 

polarization states of this polarizer, labeled as ⇑ and ⇓. In the experiment, we work near the center of this 

line and move perpendicular to it along the dashed black detuning line. Inset: Plot of the transconductance, 

𝑑𝐼/𝑑𝑉𝐵, normalized by the gain of the detector, 𝑑𝐼/𝑑𝑉𝑔 (where 𝑉𝑔 is applied to all the gates of the charge

detector), as a function of the detuning normalized to energy units, 𝛿, along the dashed black line. 

The system NT device has also two potential wells, termed left (L) and right (R), whose 

potential we control using two plunger gates, 𝑉𝐿 and 𝑉𝑅. The dots are confined by three 

gate-induced barriers, one between the dots and two between each dot and its 

corresponding lead (Fig. S3a). To measure the charge stability diagram of the system, we 

use the local charge detector which is located on a separately contacted side segment of the 

same NT (blue, Fig. S3a). Fig. S3b, shows the transconductance 𝑑𝐼𝐶𝐷/𝑑𝑉𝐿, measured as a 

function of  𝑉𝐿 and 𝑉𝑅, exhibiting the charging lines of electrons in the system NT. Since 

the charge detector is located closer to the left dot, the transconductance signal is much 

stronger for charge transitions in the left dot as compared to those in the right dot (marked 
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by dashed lines). Consequently, not all of the transitions in the left dot are directly visible, 

however, they can be clearly observed as kinks in the charging lines of the right dot, formed 

by the repulsion between the electrons in the two dots. The experiments in Figs. 2,3 of the 

main text are done along the vertex with a single charge in each dot, namely, the (0,0) −

(1,0) − (0,1) − (1,1) vertex. 

Figure S3: The overall charge stability diagram of the system NT. a. Illustration of the system NT device. 

The ‘left’ and ‘right’ dots (green) are separated by three gate-defined barriers. The potential of the two wells 

is determined by the left and right gate voltages, 𝑉𝐿 and 𝑉𝑅. An additional dot formed on a side segment of

the same NT (blue) acts as an independent charge detector, and can be tuned with gate voltage 𝑉𝑑. b. The

charge stability diagram of the system, measured using the charge detector. In colormap we plot the derivative 

of the charge detector current with respect to the voltage of the left gate, 𝑑𝐼𝐶𝐷/𝑑𝑉𝐿, measured as a function

of  𝑉𝐿, and 𝑉𝑅. The charge carrier populations of the left and right dots are labeled as (𝑛𝐿 , 𝑛𝑅). Charging lines

of the right dot, which are weaker or absent due to the larger distance between this dot and the charge detector, 

are marked with dashed lines. 

The charge detector we use in our experiments is made of an independent quantum dot, 

which is located on a side segment of the same nanotube we use to create the system (blue, 

Fig. S3a). This dot has weak electrostatic coupling to the system (interaction energy of 

~70 𝜇𝑒𝑉), which is an order of magnitude smaller than all other interaction energies 

between the dots in the system and polarizer. Thus it has no significant effect on their 
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physics. Despite the weakness of the coupling, we are able to use this charge detector to 

detect charging events in the system. To do this we tune it to a sensitive point on its 

Coulomb blockade (CB) peak, where its current has a large derivative with respect to its 

local gate, 𝑉𝑑 (Fig. S4a). When the charge configuration of the system changes, the CB 

peak shifts and we detect a step in the current. The current can either increase or decrease 

with increasing charge in the system, depending on weather we are on the left side of the 

CB peak where the gain 𝑑𝐼𝐶𝐷/𝑑𝑉𝑑 is positive, or on the right side where it is negative. The 

workpoint of the detector has no effect on the physics in the system, as can be seen from 

two different measurements of the system charge stability diagram, taken at two different 

sides of the detector’s CB peak (Fig. S4b,c).  

Figure S4: Measurement of the system using the charge detector at different workpoints. a. 

Illustration of the CB peak of the charge detector as a function of its local gate voltage 𝑉𝑑. b. The charge

stability diagram of the system, measured using the charge detector set at a workpoint with positive gain (left 

blue dot in a). b. A similar measurement taken with the charge detector set at a workpoint with negative gain 

(right blue dot in a). The different workpoint of the charge detector has no effect on the physics, as can be 

seen from the same charge stability diagram obtained in both measurements. 

The charge stability diagram of a double quantum dot 

The charge stability diagram of a double quantum dot was used in the main text as a tool 

to identify the interaction between electrons on the two neighboring sites. Here we give a 

brief introduction to these stability diagrams, and explain the voltage axes used in the 

measured diagrams in the paper. 
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The charge stability diagram of a double quantum dot plots how the occupation of two 

coupled dots (‘left’ and ‘right’) depends on their local gate voltages,  𝑉𝐿 and 𝑉𝑅. Fig. S5a 

illustrates the generic diagram observed in double dots3, showing the ground state 

population of the left and right dots, labeled (𝑛𝐿 , 𝑛𝑅), as a function of 𝑉𝐿 and 𝑉𝑅. Changing 

𝑉𝐿 (/𝑉𝑅) changes the energy of an electronic level in the left (/right) dot. When this level 

crosses the chemical potential in the leads it gets populated by a single electron. In the 

diagram in Fig. S5a the population of the left dot occurs along the vertical blue lines and 

that of the right dot along the horizontal blue lines. Repulsive interactions between the 

electrons in the two dots cause the lines to split near their crossing point along a diagonal 

line (red). This is because the energy to charge an electron in one of the dots increases 

when it's neighboring dot is populated by an amount given by the repulsion energy between 

the two. In the paper we present the charge stability diagram in a rotated voltage coordinate 

system, given by the mean voltage, 𝑉 = (𝑉𝐿 + 𝑉𝑅)/2, and the detuning voltage, 𝛿𝑉 =

(𝑉𝐿 − 𝑉𝑅)/2 (Fig. S5b). In this representation the repulsive interaction line at the center of 

the vertex is vertical. As discussed in the main text, the interaction line for attractive 

electrons is horizontal. 

Figure S5: Charge stability diagram in different coordinate systems. a. Charge stability diagram in 

the 𝑉𝐿 , 𝑉𝑅 coordinate system. The charging lines are shown in blue, and the interaction line in red. The charge

state is denoted by (𝑛𝐿 , 𝑛𝑅) b. The same diagram in the 𝑉, 𝛿𝑉 coordinate system. The repulsion line (red) in

these coordinates is vertical, while an attraction line would be horizontal. 
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Derivation of the effective low energy attraction Hamiltonian 

In this section we derive the effective low-energy Hamiltonian of our system by 

projecting out the high energy states of the polarizer. A similar derivation was originally 

performed by Hirsch and Scalapino4 for the one-dimensional chain model by Little5, 

systematically covering the entire range of parameter space. In this section we re-derive 

their results only for the special case of two lattice sites and a single polarizer, in the strong 

coupling regime and static limit, which are relevant for understanding the experiments 

presented in Fig. 2 and 3 of the main paper. The dynamic limit relevant for Fig. 4 of the 

main paper is analyzed separately in section S5 below.  

Deriving the effective low-energy Hamiltonian 

If we add to equations (1)-(3) in the main text the single particle energy terms of the 

system, we obtain the full Hamiltonian of the combined system + polarizer, which reads: 

(S4.1) 𝐻 = 𝐻𝑠𝑦𝑠 + 𝐻𝑝𝑜𝑙 + 𝐻𝑐𝑜𝑢𝑝 

𝐻𝑠𝑦𝑠 = 𝜇𝐿𝑛𝐿 + 𝜇𝑅𝑛𝑅 + 𝑊𝑛𝐿𝑛𝑅 

𝐻𝑝𝑜𝑙 =
1

2
𝛿𝜎̂𝑍 + 𝑡𝜎̂𝑋 + 𝜖 ̅𝐼

𝐻𝑐𝑜𝑢𝑝 =
1

2
𝑈(𝑛𝐿 + 𝑛𝑅)(𝐼 − 𝜎̂𝑍),

where in the system Hamiltonian 𝜇𝐿 = 𝜖𝐿 − 𝑣𝐿,  𝜇𝑅 = 𝜖𝑅 − 𝑣𝑅 are the chemical potentials 

of the left and right dots, 𝜖𝐿, 𝜖𝑅 are their single particle energies, 𝑣𝐿, 𝑣𝑅 are their gate 

potentials in units of energy, 𝑛𝐿, 𝑛𝑅 are their occupations, and 𝑊 is the nearest-neighbor 

repulsion. In the polarizer Hamiltonian 𝜎̂𝑍 = 𝜓𝑇
†𝜓𝑇 − 𝜓𝐵

†𝜓𝐵,  𝜎̂𝑋 = 𝜓𝑇
†𝜓𝐵 + 𝜓𝐵

†𝜓𝑇, 𝐼 =

𝜓𝑇
†𝜓𝑇 + 𝜓𝐵

†𝜓𝐵, where 𝜓𝑇
†
, 𝜓𝐵

†
 are the creation operators of an electron in the top and

bottom sites, 𝑡  is the hopping amplitude between these sites, and 𝛿 = 𝜖𝑇 − 𝜖𝐵 and 𝜖̅ =

(𝜖𝑇 + 𝜖𝐵)/2 are the detuning and mean energies of these sites. This description of a 

polarizer double-dot via spin-like operators is a natural consequence of the fact that we are 

confined to the subspace of a single electron occupation in the polarizer. The 𝜖 ̅𝐼 term in

this Hamiltonian is a constant and was therefore ignored in the main text. In the coupling 

Hamiltonian, the charge-dipole coupling element, 𝑈, represents the repulsion between an 

electron in the left or right sites of the system and an electron in the bottom site of the 

WWW.NATURE.COM/NATURE | 10

SUPPLEMENTARY INFORMATIONRESEARCHdoi:10.1038/nature18639



  

polarizer, and we have assumed that the top site is far away so its interaction with the 

system is negligible. 

Since we do not consider tunneling between the system sites, 𝑛𝐿 and 𝑛𝑅 are good 

quantum numbers. Diagonalizing the full Hamiltonian we obtain the eigenvalues in 𝑛𝐿 , 𝑛𝑅 

for each of the polarizer states:  

(S4.2) 𝐸𝑛𝑅,𝑛𝐿
± = 𝜇𝐿𝑛𝐿 + 𝜇𝑅𝑛𝑅 + 𝑊𝑛𝐿𝑛𝑅 + 𝜖̅ +

1

2
𝑈(𝑛𝐿 + 𝑛𝑅) ± √(

𝛿−𝑈(𝑛𝐿+𝑛𝑅)

2
)

2

+ 𝑡2

For each configuration of the system we project out the polarizer configuration that leads 

to the high energy state. The resulting low-energy sector can be described by the following 

effective system Hamiltonian: 

(S4.3)   𝐻𝑒𝑓𝑓 = 𝜇(𝑛𝐿 + 𝑛𝑅) + 𝛿𝜇̃(𝑛𝐿 − 𝑛𝑅) + 𝑈̃𝑛𝐿𝑛𝑅 + 𝐸00

The parameters of this Hamiltonian, determined from the 𝐸𝑛𝑅,𝑛𝐿
−  found above, are:

(S4.4) 𝐸00 = 𝜖̅ − √
1

4
𝛿2 + 𝑡2 

(S4.5) 𝜇 =
𝜇𝐿+𝜇𝑅

2
+

𝑈

2
− √

1

4
(𝛿 − 𝑈)2 + 𝑡2 + √

1

4
𝛿2 + 𝑡2 

(S4.6) 𝛿𝜇̃ = (𝜇𝐿 − 𝜇𝑅)/2

(S4.7)   𝑈̃ = 𝑊 − √
1

4
(𝛿 − 2𝑈)2 + 𝑡2 + 2√

1

4
(𝛿 − 𝑈)2 + 𝑡2 − √

1

4
𝛿2 + 𝑡2 

The quadratic term in this Hamiltonian, 𝑈̃𝑛𝐿𝑛𝑅 , captures the effective interaction between 

the electrons in the system. The first term in 𝑈̃ (eq. S4.7) is the repulsive potential that a 

bare electron (without a polarizer) produces in its nearest neighbor site. The next three 

terms add a negative (attractive) contribution that is due to the dressing of this electron by 

the polarizer. For a large enough 𝑈 these attractive terms become larger than the bare 

repulsion, 𝑊, resulting in an attractive interaction between the two electrons.  

When the two electrons attract each other, the two even states (0,0) and (1,1) can 

become degenerate. This happens at a certain chemical potential, which can be determined 

by requiring 𝐸00
− = 𝐸11

−  in eqs. (S4.2)-(S4.7), giving 𝜇 = −
1

2
𝑈̃.  The two odd states (1,0)

and (0,1) then become the excited states, separated by a pairing gap from this ground 

state. This gap is determined by smallest excitation energy: 
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(S4.8) Δ = min{(𝐸10
− − 𝐸00

− ), (𝐸01
− − 𝐸00

− )} = min {−
1

2
𝑈̃ + 𝛿𝜇̃ , − 

1

2
𝑈̃ − 𝛿𝜇̃} = −

1

2
𝑈̃ − |𝛿𝜇̃| 

Giving: 

(S4.9) 2Δ = √
1

4
(𝛿 − 2𝑈)2 + 𝑡2 − 2√

1

4
(𝛿 − 𝑈)2 + 𝑡2 + √

1

4
𝛿2 + 𝑡2 − 𝑊 − 2|𝛿𝜇̃| 

The largest gap is obtained when the chemical potentials of the left and right dots are 

degenerate, 𝛿𝜇̃ = 0, which occurs at the center of the charge stability diagrams in Figs. 2-

4 in the main text. 

The strong coupling limit (𝑼 ≫ 𝒕) 

To derive the formula for the pairing gap in the strong coupling limit (𝑈 ≫ 𝑡) we will 

take the 𝑡 → 0 limit. This limit will provide an accurate description of the gap apart from 

~𝑂(𝑡) corrections near the points 𝛿 = 0, 𝑈, 2𝑈. In this limit, Eq. (S4.9) simplifies to: 

(S4.10) 2Δ =
1

2
|𝛿 − 2𝑈| − |𝛿 − 𝑈| +

1

2
|𝛿| − 𝑊 − 2|𝛿𝜇̃| 

For small detunings, 𝛿 < 𝑈, and left-right symmetric system, 𝛿𝜇̃ = 0, we get that the

pairing energy grows linearly with 𝛿 : 

(S4.11)          2Δ = 𝛿 − 𝑊     for 𝛿 < 𝑈 

capturing the detuning dependence that we measured in Fig. 3a-c in the main text and Fig. 

S7 below. 

The maximal gap is obtained when 𝛿 = 𝑈: 

(S4.12)         2Δmax = 𝑈 − 𝑊      for 𝛿 = 𝑈 

fitting well the measured height dependence in Fig. S6 below.  

Extracting the pairing energy from the length of the vertex in the charge stability 

diagram 

In the main text we extracted the magnitude of the pairing gap from the length of the 

horizontal interaction vertex in the charge stability diagram (e.g. in Fig 2b). In this section 

we derive this relation formally in the strong Coupling limit. 

Rewriting eq. (S4.10) as: 

(S4.13) 2Δ = 2Δ𝛿𝜇̃=0 − 2|𝛿𝜇̃|
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we see that the gap is maximal for 𝛿𝜇̃ = 0 (center of the stability diagram) and decreases

linearly with 𝛿𝜇̃, until it becomes zero at the left and right edges of the horizontal vertex,

namely 𝛿𝜇̃𝑟𝑖𝑔ℎ𝑡 𝑒𝑑𝑔𝑒 = −𝛿𝜇̃𝑙𝑒𝑓𝑡 𝑒𝑑𝑔𝑒  = Δ𝛿𝜇̃=0. Since 𝜇𝐿 = 𝜖𝐿 − 𝑣𝐿,  𝜇𝑅 = 𝜖𝑅 − 𝑣𝑅 and the

𝜖𝐿, 𝜖𝑅 are constants then we get that the size of the horizontal vertex in terms of 𝛿𝑣 =

(𝑣𝐿 − 𝑣𝑅)/2 is: 

(S4.14) L𝑣𝑒𝑟𝑡𝑒𝑥 = 𝛿𝑣𝑙𝑒𝑓𝑡 𝑒𝑑𝑔𝑒 − 𝛿𝑣𝑟𝑖𝑔ℎ𝑡 𝑒𝑑𝑔𝑒 = 𝛿𝜇̃𝑟𝑖𝑔ℎ𝑡 𝑒𝑑𝑔𝑒 − 𝛿𝜇̃𝑙𝑒𝑓𝑡 𝑒𝑑𝑔𝑒 = 2Δ𝛿𝜇̃=0

Dependence of pairing energy on the separation between the system-

NT and the polarizer-NT 

By changing the separation between the system-NT and polarizer-NT, using the 

scanning probe microscope, we can directly control one of the important parameters in the 

model: the charge-dipole coupling between the system electrons and the polarizer’s 

polarization (Eq. 2 in the main text). Microscopically, this coupling is given by the 

repulsion between an electron in left or right sites of the system and electron in the bottom 

site of the polarizer, 𝑈 (where we assumed negligible interaction with the top polarizer site, 

which is a valid assumption for the geometry of our experiment). By changing the NT 

separation we can thus directly change the repulsion-driven term in the Hamiltonian, 𝑈, 

and check how it affects the emergent attraction between the system electrons, as reflected 

by their pairing energy, Δ. Fig. S6 shows the measured dependence of 2Δ on 𝑈, where for 

each point in this graph we have determined 𝑈 from a measurement of the repulsive 

interaction vertex between an electron in the system and that on the bottom site of the 

polarizer, and 2Δ from the size of the attractive vertex in an independent measurement of 

the system’s charge stability diagram, similar to that shown in Fig. 2b in the main text. In 

addition, at each point 𝛿 was tunned to 𝛿 ≈ 𝑈, which gives the maximal pairing (see eq. 

S4.12). Notably, for small values of 𝑈 the system electrons are repulsive (2Δ < 0), but 

with increasing 𝑈 this repulsion turns into attraction (2Δ > 0). The data is fitted reasonably 

well by a line with unit slope, 2Δ = 𝑈 − 𝑊 (dashed blue), which is the predicted 

dependence in the strong coupling limit (eq. S4.12). This dependence is thus a clear 

indication that the observed attraction is driven by repulsion. 
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Figure S6: Dependence of attraction on repulsion. We change the strength of the repulsion between 

electrons in the system and those in the polarizer by changing the separation between the polarizer-NT and 

system-NT and measure how this affects the magnitude of the emergent attraction between electrons in the 

system. The different points in the graph are measured at different NT-NT separations (~150𝑛𝑚 −

1800𝑛𝑚). For each point we determine the strength of the repulsion, 𝑈, from a measurement of the repulsive 

charge stability diagram between an electron in the system and an electron in the bottom site of the polarizer. 

For the same point we extract 2Δ from an independently-measured charge stability diagram of the two 

electrons in the system, similar to that in Fig. 2b in the main text, where 2Δ is given by the length of the 

horizontal vertex. Negative values of 2Δ correspond to the length of a vertical (repulsive) vertex. Dashed 

blue line is the prediction in the strong coupling limit (eq. S4.12). 
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Detuning-dependence of the pairing energy 

In figure 3a-c of the main text we showed three charge stability diagrams measured for 

three different polarizer detunings, demonstrating that the attractive corrections to the 

interaction between the system electrons increase with increasing 𝛿. We then explained 

using Little’s chain model why the binding energy gained by two electrons that become 

nearest neighbors should exactly equal the energy stored in the polarizer, 𝛿.  

In this section we expand on this in three aspects: First, we show additional data points, 

spanning more systematically the detuning axis and demonstrating more quantitatively the 

detuning dependence over the entire range of detunings. Second, we demonstrate how the 

intuition gained from the chain toy model in the main text is similarly valid even when we 

consider two sites, as in our experiments. Lastly, we show that there is a particle-hole 

symmetry in our experiments around 𝛿 = 𝑈 and explain how this reflects a symmetric 

process of dressing holes by the polarizer.  

S4.1 Additional Data 

Figure S3 summarizes the measured dependence of 2Δ on 𝛿, where for each point in 

this graph we set 𝛿, measure a charge stability diagram similar to those in Figs. 3a-c in the 

main text, and extract 2Δ from the magnitude of the horizontal interaction vertex in this 

diagram. Notably, for small values of 𝛿, 2Δ increases linearly with 𝛿. Around 𝛿 = 0 the 

system electrons are repulsive (2Δ < 0), but at a finite value of 𝛿, 2Δ becomes positive and 

the electrons become attractive. The linear dependence fits rather well a line with unit slope 

(2Δ = 𝛿 − 𝑊, dashed purple line, where 𝑊 is the bare repulsion at 𝛿 = 0) as is expected 

in the strong coupling limit (eq. S4.11). One can also notice that around the finite detuning, 

𝛿 ≈ 2.4𝑚𝑒𝑉 ≈ 𝑈, this trend is reversed and the pairing energy starts decreasing with a 

further increase of 𝛿. The decrease has roughly the same unit slope but with opposite sign. 

Notably, the measured detuning dependence fits very well, over the entire range of 

detunings, the prediction of the strong coupling limit, which is described by eq. S4.10 and 

shown in the figure as a purple dashed line. 
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Figure S7: Detuning dependence of the pairing energy. For each point in the graph we set the detuning of 

the polarizer, 𝛿  (which is normalized to energy units using the measured lever-arm factor), measure a charge 

stability diagram similar to that in Fig. 2b in the main text, and extract 2Δ from the length of the horizontal 

vertex. Negative values of 2Δ correspond to the length of a vertical (repulsive) vertex. The dashed purple 

lines are the prediction in the strong coupling regime (eq. S4.10). They have slopes of +1 and −1, mirror 

reflected around the point 𝛿 = 𝑈, (red dashed vertical line). 

S4.2 Binding energy equals the stored energy in the polarizer also for two sites 

In the main text we rationalized why the pairing energy is proportional to 𝛿 using 

Little‘s multi-site chain model. We explained that in the limit of strong charge-dipole 

coupling between an electron in the chain and the polarizers, an electron is dressed by the 

polarization of its nearby polarizers. The self-energy of this dressed particle thus includes 

the energy cost of polarizing the polarizers (𝛿 per polarizer). We showed that two separate 

electrons would gain energy by pairing as nearest neighbors because then they share one 

polarizer and therefore share its polarization cost. The binding energy of this pair thus 

equals 𝛿, the stored energy in a single polarizer. In this section, we want to show in more 

quantitative detail that this simple picture of energy gain due to the sharing of polarization 

costs, obtained from the analysis on a chain, is also valid for two sites.  

We start in fig. S8a with the simplest charge stability diagram: that of a bare system 

(without a polarizer) and with no repulsion between the electrons (𝑊 = 0). Note that the 

diagram is plotted in rotated axes with respect to the charge stability diagrams in the main 
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text, namely, as a function of the potentials of the left and right wells in energy units, 𝑣𝐿 

and 𝑣𝑅, and not of their difference and mean value as in figs. 2-4 in the main text. From 

the full Hamiltonian given in eq. S4.1, we can see that the charging of the left and right 

electrons occur when their chemical potentials equal zero (𝜇𝐿 = 0 and 𝜇𝑅 = 0), namely, 

when the corresponding gate potentials equal their single-particle energy, 𝑣𝐿 = 𝜖𝐿 and 

𝑣𝑅 = 𝜖𝑅. This picture changes considerably when we add a polarizer that is strongly 

coupled to the electrons (Fig. S8b). Consider for example the process of an electron 

entering the left site of the system. Due to the strong coupling with the polarizer, this 

electron cannot enter the system unless it is accompanied by the polarization of the 

polarizer. Consequently, what enters the system is an electron dressed by a polarization. 

This is clearly observed if we compare the two ground states before and after the charging 

(illustrations to the left and right of the bottom vertical charging line). The self-energy of 

this dressed particle now has to include the additional energy cost of the polarization, and 

thus the corresponding charging line shifts to 𝑣𝐿 = 𝜖𝐿 + 𝛿 (see figure). If, however, the left 

electron enters the system after the right electron has already entered, then it does not need 

to pay this polarization cost because the right electron has already triggered the 

polarization. The charging line that corresponds to this event (top vertical line) thus stays 

at the single particle value, 𝑣𝐿 = 𝜖𝐿. The two electrons therefore share the polarization cost 

of the single polarizer. This is also understood by realizing that the chemical potential for 

the addition of two electrons at once, a process happening along the red diagonal line, 

follows the equation: 𝑣𝐿 + 𝑣𝑅 = (𝜖𝐿 +
𝛿

2
) + (𝜖𝑅 +

𝛿

2
). Clearly, per electron the self-energy 

includes now only 𝛿/2, explaining why sharing the polarization costs makes the paired 

state more stable by 𝛿. 
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Figure S8: Sharing the cost of polarization dressing by two electrons. a, The charge stability diagram of 

the bare two-site system (without polarizer) and assuming for simplicity no repulsion between electrons. In 

contrast to the charge stability diagrams in the main text that are plotted as a function of the difference 

between the left and right well potentials and their mean value, here it is plotted as a function of the potentials 

themselves, 𝑣𝐿 and 𝑣𝑅. Full and empty circles correspond to a site occupied or unoccupied by a single

electron. The charging lines of the left and right electrons happen at 𝑣𝐿 = 𝜖𝐿 and 𝑣𝑅 = 𝜖𝑅, marked by dotted

blue lines. b, The charge stability diagram of the system with a polarizer in the strong coupling limit. System 

electrons are dressed by a polarization of the polarizer (marked by a gray ellipse). The charging lines of the 

dressed electrons (solid blue) are shifted by 𝛿 with respect to their non-interacting position (dotted blue). The 

charging line for populating two electrons simultaneously (red diagonal line) follows the formula 𝑣𝐿 + 𝑣𝑅 =

(𝜖𝐿 + 𝛿/2) + (𝜖𝑅 + 𝛿/2), reflecting the fact that both electrons share the polarization and thus each of them

has only 𝛿/2 in its self-energy. 

S4.3 Particle-hole symmetry of the dressing by a polarizer 

As was shown in section S4.1, our measurements show that the detuning dependence of 

the pairing energy is symmetric around the point 𝛿 = 𝑈. Below we show that this is a 

natural consequence of a particle-hole symmetry in our system. Note that this particle-hole 

symmetry should not be confused with the physical electron and hole states (above and 

below the dirac neutrality point), but is instead a symmetry within the band of electrons 

which maps any empty state to a occupied state and vice versa. Thus, under this particle 
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hole symmetry the (0,0) state of the system (which can be considered as the bottom of the 

band) is mapped to the (1,1) state (which is mapped to the top of a one-electron-per site 

band). Similarly, under this symmetry the (1,0) state transforms to the (0,1) and vice versa, 

and the  |⇑⟩ state of the polarizer is transformed to the |⇓⟩ state and vice versa. 

When 𝛿 becomes larger than 𝑈, a single electron entering the system ceases to be 

dressed by a polarization, because the energy required for polarization is now larger than 

the energy gain of avoiding its repulsion from the electron in the polarizer. Instead, it is the 

holes that start getting dressed in a completely symmetric fashion to the dressing of the 

electrons for 𝛿 < 𝑈. To see this, we should realize that the potentials as observed from the 

point of view of holes, 𝑣̅𝐿 and 𝑣̅𝑅, should be related to the potentials of the electrons, 𝑣𝐿 

and 𝑣𝑅, using: 

𝑣̅𝐿 = 𝑈 − 𝑣𝐿     and     𝑣̅𝑅 = 𝑈 − 𝑣𝑅 

The minus sign in the equations above reflect the fact that the potential for holes is opposite 

to that for electrons, and the offset by 𝑈 results from the fact that for the holes the potential 

should be counted from the ‘top of the band’ rather than its bottom. 

Fig. S9 shows the charge stability diagram for 𝛿 > 𝑈, plotted as a function of the hole 

potentials, 𝑣̅𝐿 and 𝑣̅𝑅. Clearly, this charge stability diagram is completely symmetric to that 

of the electrons with 𝛿 < 𝑈 (Fig. S8b). Specifically we see that in the top-right corner of 

the charge stability diagram there are no holes in the system and the polarizer has a hole 

on its bottom site (the symmetric case of a polarizer having an electron on its bottom site 

appearing in the bottom-left corner of the electrons’ charge stability diagram, Fig. S8b). 

When one hole populates the right or left sites, it is accompanied by a polarization dressing 

(see illustrations). Correspondingly, the self-energy of the dressed hole is increased by 𝛿, 

causing a shift of its charging line by 𝛿, just as was seen for the electrons. When two holes 

populate the two sites they both share the polarization, each having only 𝛿/2 increase in 

their self-energy. The physics thus has a natural particle-hole symmetry built-in as is 

observed in the experiments.  
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Figure S9: Particle-hole symmetry of the dressing by a polarizer. a, Charge stability diagram for 𝛿 > 𝑈. 

The axes of this diagram are the hole voltages, 𝑣̅𝐿 and 𝑣̅𝑅, related to the electron voltages, 𝑣𝐿 and 𝑣𝑅, by 𝑣̅𝐿 =

𝑈 − 𝑣𝐿  and 𝑣̅𝑅 = 𝑈 − 𝑣𝑅  (see text). The top right corner now represents a state with zero holes and a polarizer

with a hole at its bottom site, the completely symmetric counterpart of the electron state in the bottom left 

part of the charge stability diagram in fig. S8b. The gray ellipses now mark the dressing of holes by a 

polarization. Noticeably, the physics in the entire charge stability diagram is perfectly symmetric to that in 

fig. S8b. 
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Theoretical calculation of transport 

In this section, we discuss the theoretical model used to calculate the transport through 

the polarizer-NT when it has strong correlations with the system-NT (Fig. 4 in the main 

text). As explained in the main text, to simplify the transport through the polarizer we 

opened the barrier between its top dot and the nearby lead making them strongly connected 

(Fig. 4a in the main text). As a result, the polarizer effectively became a single quantum 

dot coupled to two leads. Similar to the double quantum dot case, also a single quantum 

dot can act as a polarizer, only that now the polarization occurs between the dot and its lead 

instead of between the two dots. Although this single-dot polarizer configuration does not 

provide the simple fermion-parity-conserving polarization dressing that is provided by the 

double-dot polarizer (studied in the bulk of the paper) this configuration still allows us to 

study how the strong coupling between the system and polarizer electrons leads to highly-

correlated transport processes. To keep the same notation as in the previous sections that 

discuss a double-dot polarizer we will label the two polarization states of the single dot 

(electron in the dot and electron in the lead) as 𝑝 =⇑ and 𝑝 =⇓ respectively. The transport 

process that would be of greatest interest to us, from the point of view of whether the pair 

that we created can coherently tunnel as a quantum mechanical entity, is the process 

involving the transition between the two even states, |00, ⇑⟩ and |11, ⇓⟩, a high-order 

process that involves the coherent tunneling of three electrons: a pair of electrons tunneling 

into the system and a single electron tunneling out of the polarizer and vice versa. 

The current through the polarizer is calculated using a Master equation approach, where 

the transition rates are evaluated up to the lowest order in which pair tunneling can be 

observed. To capture the dynamics of the system, we add to the Hamiltonian in eq. S4.1 

the tunnel couplings between the leads and the dots. We model the polarizer as a single dot 

connected to source (𝑆) and drain (𝐷) leads with tunneling 𝑡𝑆, 𝑡𝐷 respectively. The 

tunneling between the right (/left) system dot and its corresponding lead are described by 

𝑡𝑅 (/𝑡𝐿). The tunneling Hamiltonian is given by 

(S7.1) 𝐻𝑇  = ∑ 𝑡𝛼( 𝜓𝑘𝛼

† 𝜓𝐵 + ℎ. 𝑐. )𝛼∈{𝑆,𝐷},𝑘𝛼
+ ∑ 𝑡𝐿( 𝜓𝑘𝐿

† 𝜓𝐿  +  ℎ. 𝑐. )𝑘𝐿
+

∑ 𝑡𝑅( 𝜓𝑘𝑅

† 𝜓𝑅  +  ℎ. 𝑐. )𝑘𝑅
 

where the 𝑘𝛼 indices denote the lead-states. 
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Master equation approach 

Within a master equation treatment of the QD dynamics, the occupation probabilities 

𝑃𝑚 for the different states 𝑚 = |𝑛𝐿 𝑛𝑅 , 𝑝⟩ of the system + polarizer, are given by the rate

equations 

(S7.2) 𝑃̇𝑚 = − 𝑃𝑚  ∑ 𝛤𝑚→𝑚′𝑚′≠𝑚 + ∑ 𝑃𝑚′   𝛤𝑚′→ 𝑚𝑚′≠ 𝑚  . 

Together with the normalization condition, ∑ 𝑃𝑚𝑚 = 1, the rate equations are solved for

the steady-state occupation probabilities 𝑃𝑚, i.e. 𝑃̇𝑚 = 0. From the steady-state solution, 

the current through the polarizer dot can be obtained by evaluating the net rate of electrons 

flowing into lead 𝛼 by flipping the polarizer between the ⇑/⇓ states 

(S7.3) 𝐼𝛼 = ∓ 𝑒 ∑ (𝑃𝑛𝐿𝑛𝑅,⇓,𝛤𝑛𝐿𝑛𝑅,⇓→𝑛𝐿
′ 𝑛𝑅

′ ,⇑
𝛼 − 𝑃𝑛𝐿𝑛𝑅,⇑ 𝛤𝑛𝐿𝑛𝑅,⇑→𝑛𝐿

′ 𝑛𝑅
′ ,⇓

𝛼 )𝑛𝐿,𝑛𝑅,𝑛𝐿
′ ,𝑛𝑅

′  

for 𝛼 = 𝑆/𝐷, respectively. 

𝑻-matrix evaluation of the transition rates 

We use the generalized Fermi's golden rule for the transition rate between an initial 𝑚 

and final 𝑛 state of the system+polarizer 

(S7.4) 𝛤𝑚→𝑛 =
2𝜋

ℏ
∑ 𝑃𝑖′|⟨𝑓|𝑇|𝑖⟩|2 𝛿(𝐸𝑓 − 𝐸𝑖)𝑖′𝑓′  , 

where the sum is over all possible initial |𝑖′⟩ and final |𝑓′⟩ states of the leads, 𝑃𝑖′  is the

probability for the leads to be in the initial state |𝑖′⟩, |𝑖⟩ = |𝑚⟩ ⊗ |𝑖′⟩, |𝑓⟩ = |𝑛⟩ ⊗ |𝑓′⟩

and 𝑇 = 𝐻𝑇 + 𝐻𝑇 𝐺0 𝐻𝑇 + 𝐻𝑇 𝐺0 𝐻𝑇 𝐺0 𝐻𝑇  + ⋯, 𝐺0 = 1

𝐸𝑖−𝐻0
, is the 𝑇-matrix. In the 

following we will discuss transitions between initial and final states which give rise to 

current through the polarizer, namely flip the polarizer state between ⇑ and ⇓. 

1. 0e processes

To lowest order in the coupling between the dots and the leads, the transitions between

states are governed by sequential tunneling processes. In these processes the charge state 

of the system doesn't change, and only the polarizer flips its polarization. The rates of these 

processes are given by Fermi's golden rule, 

(S7.5) 𝛤𝑛𝐿𝑛𝑅,⇓→𝑛𝐿𝑛𝑅,⇑
𝛼 = 𝛤𝛼𝑓𝛼(𝐸𝑛𝐿𝑛𝑅,⇑ − 𝐸𝑛𝐿𝑛𝑅,⇓) 

(S7.6) 𝛤𝑛𝐿𝑛𝑅,⇑→𝑛𝐿𝑛𝑅,⇓
𝛼 = 𝛤𝛼[1 − 𝑓𝛼(𝐸𝑛𝐿𝑛𝑅,⇓ − 𝐸𝑛𝐿𝑛𝑅,⇑)] , 
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where Γ𝛼 = 2𝜋𝜌𝛼|𝑡𝛼|2, 𝜌𝛼 is the density of states in lead 𝛼, 𝑓𝛼 is the Fermi-Dirac

distribution of lead 𝛼 and 𝛼 denotes the lead through which the tunneling process occurs. 

2. 1e processes

The next-to-leading order terms in the expansion of the 𝑇-matrix give rise to processes

where an electron is exchanged between one of the dots and its lead, in addition to flipping 

the polarizer. An example for such a process is 

(S7.7) |10, ⇓⟩ ↔  
|00, ⇓⟩
|10, ⇑⟩

↔  |00, ⇑⟩  

where a similar process happens for an electron in the right dot. The transition rates for 

these processes are given by 

(S7.8) 𝛤10⇓,00⇑
𝛼 =

2𝜋

ℏ
 ∑ 𝑃𝑖𝛼

 |⟨𝑓𝛼|⟨00, ⇑|𝐻𝑇 𝐺0 𝐻𝑇|10, ⇓ |𝑖𝛼⟩|2 𝛿(𝐸𝑓 − 𝐸𝑖 )𝛼𝑖𝛼𝑓𝛼
 

=
Γ𝛼Γ𝐿

2𝜋ℏ
∫ 𝑑𝜀𝑘𝐿

∫ 𝑑𝜀𝑘𝛼
|∑

1

𝐸𝑖 − 𝐸𝑖𝐿
± 𝜀𝑘𝑖𝐿𝑖1

|

2

𝑓𝛼(𝜀𝑘𝛼
)[1 − 𝑓𝐿(𝜀𝑘𝐿

)]𝛿(Δ𝐸10⇓,00⇑ + 𝜀𝑘𝐿
− 𝜀𝑘𝛼

)

=
Γ𝛼Γ𝐿

2𝜋ℏ
∫ 𝑑𝜀𝑘𝐿

|
1

𝜀𝑘𝐿
− Δ𝐸00⇓,10⇓

−
1

𝜀𝑘𝐿
+ Δ𝐸10⇑,00⇑ + Δ𝐸10⇓,00⇑

|

2

𝑓𝛼(Δ𝐸10⇓,00⇑ + 𝜀𝑘𝐿
)[1

− 𝑓𝐿(𝜀𝑘𝐿
)]

where 𝛼 ∈ {𝑆, 𝐷}, +/− in the denominator in the second line is for intermediate states with 

an electron added/removed to/from the dots, and the intermediate lead state is 𝑘𝑖𝐿
∈

{𝑘𝐿 , 𝑘𝛼}.

For the reverse process we have 

(S7.9) 𝛤00⇑,10⇓
𝛼 =

𝛤𝛼𝛤𝐿

2𝜋ℏ
∫ 𝑑𝜀𝑘1

|
1

𝜀𝑘𝐿
−𝛥𝐸00⇑,10⇓−𝛥𝐸00⇓,00⇑

−
1

𝜀𝑘𝐿
+𝛥𝐸10⇑,00⇑

|
2

𝑓𝐿(𝜀𝑘𝐿
)[1 −

𝑓𝛼(𝜀𝑘𝐿
− 𝛥𝐸00⇑,10⇓)]. 

The rates of the 1e processes can be evaluated analytically following the standard 

procedure for cotunneling. 

3. 2e processes

Here, we are interested in the higher-order tunneling process (third term in the expansion

of the 𝑇-matrix) which allows for direct pair tunneling between the even states of the 
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system, |00, ⇑⟩ and |11, ⇓⟩. There are six different intermediate pathways between the 

initial and final states 

(S7.10) |11, ⇓⟩ ↔  

|11, ⇑⟩ ↔ |01, ⇑⟩
|11, ⇑⟩ ↔ |10, ⇑⟩
|10, ⇓⟩ ↔ |00, ⇓⟩
|10, ⇓⟩ ↔ |10, ⇑⟩
|01, ⇓⟩ ↔ |00, ⇓⟩
|01, ⇓⟩ ↔ |01, ⇑⟩

↔  |00, ⇑⟩ . 

The transition rates are given by 

(S7.11) 𝛤11⇓,00⇑
𝛼 =

2𝜋

ℏ
∑ 𝑃𝑖𝛼

|⟨𝑓𝛼| ⟨00, ⇑| 𝐻𝑇 𝐺0 𝐻𝑇 𝐺0 𝐻𝑇 |11, ⇓⟩ |𝑖𝛼⟩|2𝛿(𝐸𝑓 − 𝐸𝑖)𝛼𝑖𝛼 𝑓𝛼
 

=
Γ𝛼Γ𝐿Γ𝑅

(2𝜋)2ℏ
∫ 𝑑𝜀𝑘𝐿

∫ 𝑑𝜀𝑘𝑅
∫ 𝑑𝜀𝑘𝛼

|∑
1

(𝐸𝑖−𝐸𝑖𝑅
±𝜀𝑘𝑖𝑅

±𝜀𝑘𝑖𝐿
)(𝐸𝑖−𝐸𝑖𝐿

±𝜀𝑘𝑖𝐿
)

𝑖𝐿𝑖𝑅
|

2

×

𝑓𝛼(𝜀𝑘𝛼
)[1 − 𝑓𝐿(𝜀𝑘𝐿

)][1 − 𝑓𝑅(𝜀𝑘𝑅
)]𝛿(Δ𝐸11⇓,00⇑ + 𝜀𝑘𝐿

+ 𝜀𝑘𝑅
− 𝜀𝑘𝛼

) =

Γ𝛼Γ𝐿Γ𝑅

(2𝜋)2ℏ
∫ 𝜀𝑘𝐿

∫ 𝑑𝜀𝑘𝑅
|∑

1

(𝐸𝑖−𝐸𝑖𝑅
±𝜀𝑘𝑖𝑅

±𝜀𝑘𝑖𝐿
)(𝐸𝑖−𝐸𝑖𝐿

±𝜀𝑘𝑖𝐿
)

𝑖𝐿𝑖𝑅
|

2

× 𝑓𝛼(𝜀𝑘𝐿
+ 𝜀𝑘𝑅

+

Δ𝐸11⇓,00⇑)[1 − 𝑓𝐿(𝜀𝑘𝐿
)][1 − 𝑓𝑅(𝜀𝑘𝑅

)] ,

and 

(S7.12) 𝛤00⇑,11⇓
𝛼 =

𝛤𝛼𝛤𝐿𝛤𝑅

(2𝜋)2ℏ
∫ 𝑑𝜀𝑘𝐿

∫ 𝑑𝜀𝑘𝑅
|∑

1

(𝐸𝑖−𝐸𝑖𝑅
±𝜀𝑘𝑖𝑅

±𝜀𝑘𝑖𝐿
)(𝐸𝑖−𝐸𝑖𝐿

±𝜀𝑘𝑖𝐿
)

𝑖𝐿𝑖𝑅
|

2

×

𝑓𝐿(𝜀𝑘𝐿
) 𝑓𝑅(𝜀𝑘𝑅

)[1 − 𝑓𝛼(𝜀𝑘𝐿
+ 𝜀𝑘𝑅

− Δ𝐸00⇑,11⇓)] ,

respectively, where +/− is for intermediate states with an electron added/removed to/from 

the QD system, 𝑘𝑖𝐿/𝑅 
∈ {𝑘𝐿 , 𝑘𝑅 , 𝑘𝛼},

and Δ𝐸11⇓,00⇑ = −Δ𝐸00⇑,11⇓ = 𝜀𝑑 − (𝜀𝐿 + 𝜀𝑅 + 𝑈).

Evaluating the rates at finite 𝑇 in the polarizer 

Assuming zero temperature in the leads coupled to the system and finite temperature in 

the 𝑆/D leads coupled to the polarizer, the rates can be calculated analytically in the low-

bias limit where the energy dependence from the intermediate states in the denominators 

can be neglected. 

For the |11, ⇓⟩ → |00, ⇑⟩ process, we then find  
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(S7.13) ∫ 𝑑𝜀𝑘𝐿

∞

𝜇𝐿
∫ 𝑑𝜀𝑘𝑅

𝑓𝛼(𝜀𝑘𝐿
+ 𝜀𝑘𝑅

+ 𝛥𝐸11⇓,00⇑)
∞

𝜇𝑅
= −(𝑘𝐵𝑇)2 ∫ 𝑑𝑥[𝑥 − 𝑙𝑛(1 +

∞

𝑎

𝑒𝑥)] = (𝑘B𝑇)2 [
1

2
𝑎2 +

𝜋2

6
+ Li2(−𝑒𝑎)]

where 𝑎 = (𝜇𝐿 + 𝜇𝑅 + Δ𝐸11⇓,00⇑ − 𝜇𝛼) / 𝑘B𝑇 and Li2(𝑧) is the polylogarithm function.

For the opposite process |00, ⇑⟩ → |11, ⇓⟩, we use the identity 1 − 𝑓(𝜀) = 𝑓(−𝜀) and 

reach the same result with 𝑎 = (Δ𝐸00⇑,11⇓ + 𝜇𝛼 − 𝜇1 − 𝜇2) / 𝑘B. 

Supplementary Discussion 

In this paper we demonstrated ‘excitonic’ attraction between electrons using the basic 

building block that exhibits this physics. These results raise a set of important questions on 

whether it would be possible to engineer interesting states of matter by generalizing this 

single block to multiple blocks. For example: Would it possible to create an artificial 

superconductor in this way? Would such a superconductor be stable against competing 

ground states? What would the nature of electron pairing be in such a superconductor? Can 

the pairing energy be pushed to even higher values than those measured in the current 

work? In this section we briefly address these different aspects.  

Before discussing these questions, we would like to mention an alternative mechanism 

that was discussed in the literature for electron pairing, driven only by disorder. As shown 

by Shepelyansky6, in the presence of disorder two repelling electrons can coherently 

propagate together over longer distances than is naively expected. Unlike Little's model, 

this mechanism does not require a surrounding medium with which the electrons strongly 

interact. However, this mechanism applies only to highly excited states and not the ground 

state and therefore is not relevant for realizing an engineered superconductor, which is the 

aim of Little’s proposal. We therefore do not discuss this mechanism further, and return to 

analyze the possibility of realizing a macroscopic superconductor using the basic building 

block presented in our work. 

The most natural generalization of the building block that we have demonstrated is to 

the one-dimensional ‘molecule’ that was originally proposed by Little5. In this molecule 
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the system comprises multiple sites along a linear chain and has a polarizer located between 

each pair of sites (Fig. S10a). Theoretically this model has been studied extensively in the 

literature, especially in the context of whether such a molecule could superconduct and 

what are the optimal parameters for getting superconductivity with the largest critical 

temperature. An important point that was realized already early on was that the absence of 

long range order in one-dimension prohibits a true superconducting ground state in this 

molecule in the thermodynamic limit, but does allow for superconducting correlations over 

finite lengths. The original work by Little5 analyzed this model under very specific 

conditions, assuming that the polarizers’ response is retarded, similar to the behavior of 

phonons in the BCS theory. Little’s model has however other physical regimes that might 

be even more relevant for achieving superconductivity. Specifically the polarizer’s 

response can be instantaneous or retarded, and their coupling to the electrons in the system 

can be in the weak or strong limit (defined quantitatively below). An exhaustive analysis 

of this model, in all these regimes, was done by Hirsch and Scalapino4, in an attempt to test 

whether there is a parameter range in which superconducting correlations dominate over 

the two relevant competing orders – charge and spin density waves. Specifically, they 

calculated the dominant order for various interaction strengths 𝑈, 𝑊 and tunneling rate in 

the polarizer, 𝑡, and between system sites, 𝑡𝑠. These calculations showed that in the original 

regime considered by Little, superconductivity is not the dominant order, as well as in 

many other of the regimes in parameters space. They did demonstrate, however, that 

superconducting correlations are clearly the dominant order in a certain range in parameter 

space, where the interaction with the dipole is instantaneous (𝑡 > 𝑡𝑠) and the charge dipole 

coupling is in the strong limit (𝑈 > 𝑡). Interestingly, our experiments demonstrate the 

pairing exactly in this regime. The experiments in Figs. 2b, 3a-c and 4 are done in the 

strong coupling limit (in fig. 4, for example, Γ𝑝𝑜𝑙 𝑈⁄ ≈ 0.2, where Γ𝑝𝑜𝑙 is the tunneling rate

to the polarizer). Moreover we observe clear pairing over the entire range going from the 

instantaneous limit shown in Figs. 2 and 3 of the main text to the retarded limit observed 

in Fig. 4 (for which Γ𝑝𝑜𝑙 Γ𝑅⁄ = 0.9 and Γ𝑝𝑜𝑙 Γ𝐿⁄ =0.44, where Γ𝐿, Γ𝑅 are the tunneling rates

into the left and right dots, namely, the polarizer is slower than the system). 

WWW.NATURE.COM/NATURE | 26

SUPPLEMENTARY INFORMATIONRESEARCHdoi:10.1038/nature18639



  

There is one important difference between Little’s model and the building block in our 

experiment: Little considered spinful electrons and in his model the pairing, induced by the 

polarizers, occurs on a single system site between two electrons of opposite spin. The 

pairing energy gain thus has to compete with the on-site repulsion. In contrast, in our 

experiment (and similarly in the theory by Raikh, Glazman and Zhukov who first 

considered the basic building block theoretically7) the only relevant degree of freedom is 

that of the charge and the pairing occurs between nearest neighbors. In this case the 

attraction does not need to compete with the onsite repulsion, which is often very large, but 

rather with the nearest neighbor repulsion. The advantage of this is that it allows to create 

much stronger attraction, even reaching the instantaneous limit. One question that may 

arise, though, is whether nearest neighbor attraction on a one-dimensional chain (Fig. S10a) 

will not lead to phase separation, namely to all the electrons bunching into a macroscopic 

clump of charge rather than to the formation of pairs. Theoretically, the question of whether 

the paired or phase-separated state would be more stable, especially in the limit in which 

the tunneling along the system is comparable to the attraction, is still not known. There is 

however, a simple variation of our model that resolve this problem while maintaining the 

other benefit: Consider, that our basic units are organized in a “ladder” type structure (Fig. 

S10b), such that our original left/right sites appear now at the two sides of a single rung. In 

this case the pair would form along a rung, and breaking it by separating the two electrons 

to different rungs will cost energy, since one more polarizer will be needed to be polarized, 

again giving the pairing energy. Note that this model is completely equivalent to Little’s 

model, only that instead of the spin degree of freedom we now have an ‘isospin’ degree of 

freedom describing whether an electron is on the left or right leg of the ladder. The ladder 

realization is accurately described by a negative 𝑈 hubbard model, which at least in two 

dimensions (2D) is known to support superconductivity8. 

We note that the building block demonstrate here is not restricted to 1D and can be also 

implemented with quantum dots in 2D, using either the highly-advanced techniques for 

making quantum dot arrays in semiconductors9–12, or even using layered van-der-Waals 

materials13 to create a 2D electronic system adjacent to double-layer polarizable stack. An 

important feature of attraction that is driven only by Coulomb repulsion that it scales like 
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Coulomb law, inversely proportional to the dimensions of the underlying components. If 

the building block that we demonstrated here can be scaled down to a ~1𝑛𝑚 scale, for 

example, by making a 2D array of electronically clean quantum dots by arranging atoms 

on the surface of an insulator or a semiconductor, as has been demonstrated experimentally 

recently14, one could expect the pairing energy observed here to grow much beyond room 

temperature. 

Figure S10. Possible scaling up the excitonic pairing building block in one-dimension. a, The “Little 

chain”. The system sites are arranged along a 1D chain, with a polarizer between each two of sites. The 

electron pairs travel along the main system chain. b, An alternative ‘ladder’ design, in which the system 

comprises two 1D chains and the polarizers are in between. Here the pairing occur along the rungs of the 

ladder. 
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